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Aleatoric and Epistemic: quick recap
•  
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Probability theory might not be sufficient
•  
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Intuition on the different uncertainties
Formulated in terms of data, aleatoric uncertainty is due to overlapping data points 
and epistemic uncertainty is due to lack of data similar to the queried point
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Epistemic uncertainty in version-spaces
Version space learning: maintain a set of hypothesis that is consistent with 
data. The prediction is a subset of the possible labels, produced by all elements of 
the version space.

In this approach there is no aleatoric uncertainty, epistemic uncertainty can be 
unambiguously captured by the size of the set of predictions.
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While rather impractical by itself, this setting is 
useful for obtaining intuition on how methods 
for (epistemic) uncertainty estimation can be 
developed.

This kind of approach is also related to various 
methods for estimation of uncertainty from 
ensembles.



Estimating the two uncertainties in ML
•  
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Beyond probability theory

•  
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Conclusion

• The total uncertainty is a sum of the epistemic and aleatoric uncertainties

• Separating these two from each other is not trivial, there is no consensus on the best 
way to do so

• Purely probabilistic methods might not be sufficient for this task, it is an active area of 
research 

8



appliedAI Initative GmbH
Freddie-Mercury-Str. 5
80797 Munich, Germany

Tel.+49 (89) 18 94 69-0
www.appliedai.de

Thank you!


